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Abstract  

 

Deep learning has revolutionized healthcare by improving disease detection, diagnosis, and 

treatment planning. Traditional machine learning methods like Support Vector Machines 

(SVM) and Random Forest (RF) have shown promise but often struggle with high-dimensional 

data and feature selection challenges. To address these limitations, this study proposes a novel 

approach integrating a Deep Autoencoder (DAE) for feature extraction, the Whale 

Optimization Algorithm (WOA) for hyperparameter tuning, and a Deep Neural Network 

(DNN) for classification.Existing methods, such as Convolutional Neural Networks (CNNs) 

and Long Short-Term Memory (LSTM) networks, have demonstrated high accuracy but are 

computationally expensive and lack efficient hyperparameter tuning. Our proposed model 

outperforms these approaches, achieving an accuracy of 92.67%, precision of 91.45%, recall 

of 90.78%, F1-score of 91.11%, and an ROC-AUC of 94.21%. Compared to existing models, 

our framework offers superior performance with reduced computational complexity.The 

results demonstrate the effectiveness of our proposed model in accurately diagnosing heart 
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disease, surpassing traditional methods in predictive capability and efficiency. This study 

highlights the potential of deep learning in healthcare applications, emphasizing the need for 

further research in model interpretability and real-world deployment. 

Keywords: Deep Learning, Healthcare, Deep Autoencoder, Whale Optimization Algorithm, 

Deep Neural Network, Heart Disease Classification, Machine Learning. 

1. INDRODUCTION: 

Cardiovascular disease is still one of the major causes of death globally, which demands early 

detection and ongoing monitoring in order to lower the rate of mortality. Conventional 

diagnosis is dependent on clinical examination, imaging techniques, and laboratory analysis, 

which are time-consuming and susceptible to human bias. The fast-evolving nature of the 

Internet of Medical Things (IoMT) and artificial intelligence (AI) has opened up new prospects 

for effective and precise diagnosis of heart disease. This paper discusses a Deep Learning-

Driven Healthcare System that utilizes Deep Autoencoder and the Whale Optimization 

Algorithm (WOA) to improve heart disease detection in IoMT settings. 

Srivastava et al. (2022) explore the Internet of Medical Things (IoMT) and its role in enhancing 

healthcare efficiency through AI, blockchain, and RFID. Their study examines various IoMT 

architectures, data collection techniques, and energy efficiency methods. They compare 

different algorithms for accuracy, energy consumption, and data reliability, offering insights 

into optimizing smart healthcare systems for improved patient care. Costa et al. (2021) review 

RFID sensing technology, exploring its applications, advantages, and market potential. They 

compare chipped and chipless RFID sensors, highlighting their wireless capabilities, low cost, 

and battery-free operation. While chip-equipped RFID is widely used, chipless RFID is an 

emerging solution requiring further research. The study discusses RFID’s benefits, limitations, 

and future applications, showing its potential to revolutionize wireless sensing and IoT 

networks. The Internet of Medical Things (IoMT) refers to an interconnection of medical 

devices, sensors, and software programs that gather, analyze, and send patient health 

information in real-time. The fusion with AI and deep learning models made possible the 

predictive modeling of disease automatically, as well as remote monitoring and tailored 

healthcare. Our approach in this work is proposing a Deep Autoencoder-based approach fused 

with Whale Optimization Algorithm (WOA) for enhanced diagnostic accuracy and 

effectiveness of heart diseases within an IoMT setup.A Deep Autoencoder is a neural network 

implemented for feature learning and dimensionality reduction. It effectively handles large 

datasets, eliminates noise, and discovers significant patterns in medical data. Whale 

Optimization Algorithm (WOA) is a nature-based optimization approach that imitates the 

hunting process of humpback whales. WOA optimizes the hyperparameters of the deep 

learning model with greater accuracy and less computational complexity. 

This AI-based method strengthens heart disease diagnosis through enhanced precision of 

predictions along with reduced likelihood of false positives and false negatives. Through the 

use of IoMT, the system supports real-time monitoring and sends alerts to healthcare 

practitioners regarding possible cardiac abnormalities, helping perform timely interventions. 
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The integration of deep learning, optimization algorithms, and IoMT forms a strong, scalable, 

and effective solution for the detection and prevention of cardiovascular disease.Here, we 

discuss the performance of the proposed model as compared to the conventional machine 

learning approaches. We test its performance on real datasets and explore its prospects for broad 

applications in intelligent healthcare systems. We also outline the benefits, drawbacks, and 

future research avenues for AI-based heart disease diagnosis in IoMT systems. 

Deep Learning-Driven Healthcare System: This AI-driven medical system diagnoses cardiac 

problems by using deep learning.An interconnected network of intelligent medical equipment 

and sensors that gather and examine patient data is known as the Internet of Medical Things, 

or IoMT.A neural network model called Deep Autoencoder is used to extract features and 

compress data in order to increase the accuracy of disease prediction. Mohammed et al. (2019) 

explore the Whale Optimization Algorithm (WOA), a nature-inspired metaheuristic algorithm 

known for its efficiency in solving optimization problems. They conduct a systematic survey 

on WOA’s characteristics, modifications, and hybridizations, comparing its performance with 

other algorithms. The study introduces WOA-BAT hybridization, where BAT enhances 

exploration while WOA improves exploitation, achieving superior results in benchmark tests, 

making it a promising optimization technique for various applications. Algorithm for Whale 

Optimization (WOA): An algorithm with a bioinspired design that maximizes AI models to 

improve diagnostic effectiveness. 

The following objectives are: 

➢ Develop a deep learning-based system integrating Deep Autoencoder and Whale 

Optimization Algorithm (WOA) for accurate heart disease detection. 

➢ Optimize model performance by using Deep Autoencoders for feature extraction and 

WOA for hyperparameter tuning. 

➢ Integrate AI with the Internet of Medical Things (IoMT) to enable real-time health 

monitoring and data analysis. 

➢ Enhance diagnostic accuracy by reducing noise, improving feature selection, and 

minimizing false positives and false negatives. 

➢ Enable real-time alerts and notifications for early intervention using wearable sensors 

and cloud-based AI models. 

➢ Evaluate the system’s performance using accuracy, precision, recall, F1-score, and 

ROC-AUC to ensure reliability in medical diagnosis. 

Cardiovascular disease remains a leading cause of mortality worldwide, requiring early 

detection and continuous monitoring to reduce fatalities. Traditional diagnostic methods, 

including clinical examinations, imaging, and lab tests, are time-consuming and prone to 

human error. The rapid evolution of the Internet of Medical Things (IoMT) and artificial 

intelligence (AI) has revolutionized healthcare, offering precise, automated, and real-time 

disease detection. This paper presents a Deep Learning-Driven Healthcare System that 

integrates Deep Autoencoder and the Whale Optimization Algorithm (WOA) to enhance heart 

disease diagnosis in IoMT environments.A Deep Autoencoder is a neural network model used 
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for feature extraction and dimensionality reduction, helping to filter noise and identify 

important patterns in medical data. Meanwhile, the Whale Optimization Algorithm (WOA), 

inspired by the hunting behavior of humpback whales, optimizes the hyperparameters of deep 

learning models, improving diagnostic accuracy with minimal computational cost. The 

combination of IoMT, deep learning, and optimization algorithms ensures real-time patient 

monitoring, enabling timely alerts for potential cardiac abnormalities and reducing false 

positives and negatives. 

1.1 Problem Statement : 

Despite significant advancements in heart disease diagnosis, existing methods still face 

limitations in handling high-dimensional data, optimizing model parameters, and reducing 

computational costs. Mohamed (2022) highlighted that conventional machine learning 

approaches, such as Support Vector Machines (SVM) and Random Forest (RF), struggle with 

feature selection and generalization, leading to suboptimal classification performance. 

Furthermore, deep learning models like Convolutional Neural Networks (CNNs) and Long 

Short-Term Memory (LSTM) networks exhibit high accuracy but demand extensive 

computational resources and lack efficient hyperparameter tuning mechanisms. 

1.2 Research Gap:  

cardiac monitoring is hindered by a limited medical dataset, reducing the reliability of 

predictive models. Additionally, the lack of in-depth analysis and effective feature selection 

affects classification accuracy, making it difficult to extract meaningful insights from high-

dimensional data. Zainab (2020) emphasized the need for an optimized approach; therefore, 

this study integrates Deep Autoencoder (DAE) and Whale Optimization Algorithm (WOA) to 

enhance feature selection and improve heart disease detection accuracy. 

2. LITERATURE SURVEY: 

According to Ali et al. (2020), accurately predicting heart disease is essential for timely 

treatment and prevention. They propose a smart healthcare system that uses advanced deep 

learning techniques and feature fusion to improve diagnosis. By integrating sensor data and 

medical records, selecting the most relevant features, and optimizing their importance, the 

model enhances efficiency. This approach outperforms traditional methods, offering a more 

reliable and effective solution for heart disease prediction. 

Tuli et al. (2020) highlight the limitations of cloud computing in handling real-time, data-

intensive applications like health monitoring due to latency and scalability issues. To address 

this, they propose HealthFog, a framework that integrates deep learning with edge computing 

for heart disease analysis. By processing data closer to users, HealthFog reduces delays, 

optimizes efficiency, and enhances healthcare service delivery, making it a more effective 

solution for managing patient data. 
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Nancy et al. (2022) highlight how the integration of IoT and cloud computing enhances 

healthcare by enabling predictive analytics. By leveraging deep learning, particularly Bi-

LSTM, their system analyzes electronic clinical records to predict heart disease risk with high 

accuracy. This proactive approach helps in early intervention and preventive care, improving 

patient outcomes. With advanced AI techniques, the system efficiently processes vast medical 

data, making heart disease prediction more reliable and effective. 

According to Li et al. (2020), heart disease is a significant global health concern, requiring 

timely and accurate diagnosis for effective treatment. They propose a machine learning-based 

system that utilizes advanced classification algorithms and feature selection techniques to 

enhance prediction accuracy. By optimizing data processing and reducing irrelevant features, 

their model improves efficiency in heart disease detection. The study demonstrates its 

effectiveness, making it a valuable tool for healthcare applications. 

Kim et al. (2020) discuss the evolution from the Internet of Things (IoT) to the Internet of 

Everything (IoE), highlighting the increasing cybersecurity threats faced by industrial control 

systems. To address these challenges, they propose an autoencoder-based payload anomaly 

detection (APAD) method. This approach efficiently detects abnormal behavior in low-

performance devices without requiring extensive traffic analysis, improving the detection rate 

and enhancing security in industrial environments. 

Dasan and Panneerselvam (2021) present an innovative approach for ECG signal compression 

in wearable health devices to improve monitoring of cardiovascular diseases. Their method 

combines a convolutional denoising autoencoder (CDAE) with a long short-term memory 

(LSTM) network, reducing transmission costs while preserving signal quality. By minimizing 

trainable parameters, the system enhances efficiency and lowers computation time, making it 

a lightweight yet effective solution for long-term heart health monitoring. 

Rana et al. (2020) explored the Whale Optimization Algorithm (WOA), a nature-inspired 

technique based on the hunting behavior of humpback whales. With its simplicity, efficiency, 

and strong balance between exploration and exploitation, WOA has gained popularity across 

various engineering fields. Researchers have enhanced WOA through modifications, hybrid 

approaches, and multi-objective variants. The study highlights its growing relevance and 

potential for solving complex optimization problems, encouraging further advancements. This 

review serves as a valuable resource for both novice and expert researchers, fostering future 

innovations in WOA-based methodologies. 

According to Mohammed et al. (2020), the Whale Optimization Algorithm (WOA), introduced 

by Mirjalili and Lewis in 2016, is a nature-inspired metaheuristic known for its efficiency in 

solving complex problems. While other algorithms like ABC and PSO have been widely 

studied, WOA lacked a comprehensive review. This study explores WOA’s characteristics, 

modifications, and applications, proposing a hybrid WOA-BAT approach that enhances 

optimization performance across multiple benchmark functions. 

According to Yang et al. (2022), the Whale Optimization Algorithm (WOA) is a powerful tool 

for solving complex engineering optimization problems but struggles with local optima and 
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slow convergence. To address this, the Multi-Strategy Whale Optimization Algorithm 

(MSWOA) was introduced, enhancing exploration and exploitation through chaotic mapping, 

adaptive weights, and Lévy flight. The MSWOA-SSELM model further improves 

classification accuracy, outperforming other models in benchmark tests and real-world 

applications. 

Liu and Zhang (2022) introduced the Differential Evolution Chaotic Whale Optimization 

Algorithm (DECWOA) to improve the original WOA's global search ability and convergence 

speed. By using Sine chaos theory for population diversity, adaptive inertia weights for better 

exploration, and differential variance for faster optimization, DECWOA outperformed other 

algorithms like PSO and BOA. MATLAB simulations confirmed its effectiveness, particularly 

in accurately locating faults in IEEE-33 distribution networks. 

 

Razdan and Sharma (2022) discuss the Internet of Medical Things (IoMT), where IoT 

integrates with medical devices to enhance patient care, cost efficiency, and personalized 

treatments. They introduce IoMT architecture, map healthcare operations, and explore 

technologies like PUF, Blockchain, AI, and SDN to tackle security, privacy, and performance 

challenges. The study also presents case studies demonstrating how these technologies improve 

e-healthcare systems, ensuring a faster and more efficient IoMT evolution. 

 

Koutras et al. (2020) explore the Internet of Medical Things (IoMT), which connects IoT with 

healthcare for real-time remote patient monitoring. However, medical device interconnectivity 

increases security risks. The study classifies IoT communication protocols across perception, 

network, and application layers, examines their security limitations, and identifies mitigation 

strategies to protect IoMT systems from cyber threats while highlighting research gaps in 

securing medical communications. 

Ghubaish et al. (2020) discuss how advancements in microcomputing, mini-hardware, and 

M2M communication have transformed healthcare through the Internet of Medical Things 

(IoMT). IoMT enables remote patient monitoring and timely diagnoses, but security challenges 

remain a major concern. The study reviews state-of-the-art security techniques, identifies 

potential attacks, and proposes a comprehensive security framework to protect IoMT data 

during collection, transmission, and storage, ensuring safe and reliable healthcare systems. 

According to Schmidt et al. (2019), Denmark has a well-organized health care system 

supported by extensive medical databases that collect high-quality data. These databases cover 

administrative, health, and clinical quality records, enabling valuable epidemiological research. 

With universal health care, long-term routine registration of health events, and seamless 

individual-level data linkage, Denmark provides a cost-effective and efficient foundation for 

medical research, ensuring complete follow-up except in cases of emigration or death. 

Oleribe et al. (2019) highlight the major challenges facing Africa’s healthcare systems, 

including inadequate human resources, low budgetary allocation, and poor leadership. To 

address these issues, key solutions include training healthcare workers, increasing health 
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budgets, and advocating for political commitment. The study emphasizes the need for 

innovative approaches, such as public-private partnerships, to improve service delivery and 

ensure better health outcomes across the continent. 

Attaran (2020) discusses the challenges patients and healthcare providers face in accessing, 

managing, and securely sharing health records. Better data access and integration could 

improve responses to public health crises like COVID-19. However, current technologies lack 

privacy, security, and interoperability. The study explores how blockchain can address these 

issues, highlighting its potential to enhance data security, streamline healthcare processes, and 

support innovative solutions in the industry. 

Fatani (2021) emphasizes the importance of cybersecurity in the Internet of Things (IoT) and 

the role of machine learning in intrusion detection. The study introduces a new approach using 

convolutional neural networks (CNN) for feature extraction and the Aquila optimizer (AQU) 

for feature selection. Testing on multiple datasets showed strong performance, highlighting the 

method's potential in improving cybersecurity and sustainable computing in IoT systems. 

Arbaoui (2022) explores the growing role of the Internet of Medical Things (IoMT) in 

healthcare and the challenges of managing vast biomedical data. While cloud computing has 

long been the standard, its high latency limits real-time responses in critical situations. The 

study highlights edge and fog computing as promising alternatives for reducing latency and 

improving reliability. It reviews recent healthcare applications and discusses key considerations 

for designing efficient distributed systems. 

Farina et al. (2020) present a novel approach to discovering new physics at the LHC using 

autoencoders and unsupervised deep learning. Autoencoders learn to reconstruct normal events 

but struggle with anomalies, allowing them to identify rare signals. The study demonstrates 

this method's effectiveness in distinguishing QCD jets from potential new physics signals like 

RPV gluinos. This approach enables data-driven discoveries without relying on prior 

theoretical assumptions. 

Hoffman and Kaplan (2002) explore the variability in reported cases of congenital heart disease 

(CHD) and the factors influencing its diagnosis. They highlight that differences arise based on 

how early CHD is detected and the inclusion of minor defects like small ventricular septal 

defects. The study finds that while the overall incidence varies, the occurrence of moderate to 

severe CHD remains consistent across different regions and time periods. 

Abdel-Basset et al. (2020) highlight the challenges in heart disease diagnosis, where physicians 

must analyze complex and incomplete data. To improve accuracy, they propose an IoT-based 

healthcare system using a neutrosophic multi-criteria decision-making (NMCDM) technique. 

This system helps detect and monitor heart failure patients, providing precise diagnosis and 

risk assessment. The study shows that this approach reduces mortality rates and healthcare 

costs, benefiting millions through better disease management. 

Awotunde et al. (2021) explore the Internet of Medical Things (IoMT), which enables real-time 

patient monitoring, diagnosis, and prediction through medical sensors. However, transferring 
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sensitive health data to cloud storage raises security and privacy concerns. To address this, they 

propose a swarm-neural network-based intrusion detection model that enhances data security. 

Tested on the ToN-IoT dataset, the model achieves high accuracy in detecting cyber threats, 

ensuring safe healthcare data transmission. 

Devarajan (2020) emphasizes how cloud computing has transformed various industries by 

providing scalable and cost-effective data management solutions. However, the healthcare 

sector faces significant security challenges due to the sensitive nature of patient data and strict 

regulatory requirements. To address these concerns, the study proposes a comprehensive 

security management system that includes risk assessment and advanced security strategies, 

ensuring the safe and efficient use of cloud computing in healthcare. 

Basava (2021) introduces the AI-powered Smart Comrade Robot, designed to enhance elderly 

care by integrating robotics and artificial intelligence. This innovative system provides daily 

assistance, health monitoring, and emergency response, ensuring safety and companionship for 

seniors while reducing caregiver stress. Using technologies like IBM Watson Health and 

Google Cloud AI, the robot offers real-time monitoring, fall detection, and personalized care, 

improving the quality of life for the elderly and reassuring their families. 

Naresh (2021) highlights the significance of financial fraud detection in healthcare to safeguard 

public funds and ensure service quality. Traditional methods often fall short against complex 

fraudulent schemes, necessitating advanced solutions. This study explores deep learning and 

machine learning techniques, including logistic regression, decision trees, support vector 

machines, convolutional neural networks, and recurrent neural networks. Among these, 

decision trees demonstrated exceptional accuracy, proving the effectiveness of machine 

learning in improving fraud detection and ensuring a more sustainable healthcare system. 

Sitaraman (2021) explores the impact of AI-driven healthcare systems, enhanced by mobile 

computing and intelligent data analytics, on managing and utilizing healthcare data. The study 

examines key components such as data collection, processing, storage, and application 

development. By integrating technologies like distributed file storage, NoSQL databases, and 

parallel computing, these systems enable real-time analysis and predictive modeling, ultimately 

improving healthcare precision, efficiency, and patient care quality. 

Ganesan (2022) explores securing IoT-based business models in elderly healthcare by 

identifying critical system nodes and assessing vulnerabilities. The study proposes security 

measures such as intrusion detection, encryption, access control, and regular audits to enhance 

system protection. Findings show significant improvements in node identification, risk 

mitigation, and regulatory compliance. The research concludes that integrated security 

strategies are essential for ensuring data security, system reliability, and safe healthcare services 

for the elderly. 

3. METHODOLOGY: 

This study proposes a Deep Learning-Driven Healthcare System for heart disease detection in 

an Internet of Medical Things (IoMT) environment. The methodology integrates a Deep 
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Autoencoder (DAE) for feature extraction and dimensionality reduction, ensuring efficient data 

processing. The Whale Optimization Algorithm (WOA) optimizes hyperparameters to enhance 

the model’s accuracy and performance. The system consists of several stages: data collection, 

preprocessing, feature extraction, classification, and performance evaluation. IoMT devices 

collect real-time patient data, which is then processed and analyzed using deep learning models. 

By integrating AI, optimization algorithms, and IoMT, this approach enhances early diagnosis, 

real-time monitoring, and timely medical intervention. 

 

Figure 1 Deep Learning-Based Heart Disease Prediction Framework Using IoMT and  

Optimization Techniques 

Figure 1 This diagram represents a deep learning-based framework for heart disease prediction 

using IoMT (Internet of Medical Things). It begins with data collection from wearable health 

sensors, ECG devices, and electronic health records. The data processing stage involves 

handling missing values, noise removal, and feature scaling to ensure clean input. Feature 

extraction is done using a Deep Autoencoder (DAE), while the Whale Optimization Algorithm 

(WOA) fine-tunes model parameters. A Deep Neural Network (DNN) classifies patients as 

healthy or at risk. Finally, performance metrics like accuracy, precision, recall, and ROC-AUC 

score evaluate the system’s effectiveness in detecting heart diseases. 

     

3.1 Data Collection : 

Patient health data is collected from IoMT devices such as wearable sensors, 

electrocardiograms (ECGs), electronic health records (EHRs), and smart monitoring systems. 

These devices transmit real-time data to cloud-based storage. The collected dataset consists of 

multiple health indicators, including heart rate, blood pressure, cholesterol levels, and ECG 
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readings. This stage ensures continuous monitoring and provides rich data for training AI 

models to improve heart disease prediction and early diagnosis. 

 

                                 D={(X_1,Y_1 ),(X_2,Y_2 ),…,(X_n,Y_n )}                                         (1) 

where X_i represents input features (heart rate, ECG, etc.), and Y_i represents the disease 

classification ( 0= No heart disease, 1= Heart disease). 

3.2 Data Preprocessing 

To enhance data quality, preprocessing involves handling missing values, noise removal, and 

feature scaling. Missing data is addressed using Mean Imputation or K-Nearest Neighbors 

(KNN) interpolation to maintain dataset integrity. Min-Max Scaling is applied to normalize 

feature values, ensuring consistency and preventing bias in model training. These steps help 

improve stability, accuracy, and efficiency in deep learning-based heart disease prediction 

models. 

                                            X^'=(X-X_min)/(X_max-X_min )                                               (2) 

where X^' is the normalized value, and X_min,X_max are the minimum and maximum 

feature values. 

 
Figure 2 Deep Autoencoder Neural Network Structure with Input, Hidden, and Output 

Layers for Feature Extraction 

Figure 2 The diagram represents a Deep Autoencoder Neural Network, primarily used for 

feature extraction and dimensionality reduction. It consists of an input layer that receives raw 

data, hidden layers that process and encode essential features while filtering out noise, and an 

output layer that reconstructs or classifies the refined data. This deep learning technique is 

widely applied in medical diagnostics, anomaly detection, and data compression. By reducing 

high-dimensional data while preserving critical patterns, deep autoencoders enhance 

efficiency and accuracy in tasks like heart disease prediction and classification, making them 

valuable in healthcare and other data-intensive applications. 

3.3 Feature Extraction using Deep Autoencoder 
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A Deep Autoencoder (DAE) is used for feature extraction and dimensionality reduction. The 

encoder compresses input data into a latent representation, capturing essential patterns while 

removing noise. The decoder then reconstructs the original input, ensuring that only relevant 

features are retained. This process enhances model performance, reduces computational 

complexity, and improves heart disease prediction accuracy in IoMT-based healthcare 

systems. 

 

                                                 𝐿 = ∑  ‖𝑋 − 𝑔𝜃(𝑓𝜃(𝑋))‖2                                                    (3) 

where: 

• 𝑋 is the input, 

• 𝑓𝜃 is the encoder function, 

• 𝑔𝜃 is the decoder function, 

• 𝐿 represents reconstruction loss, ensuring feature quality. 

 

3.4 Whale Optimization Algorithm (WOA) for Hyperparameter Optimization 

The Whale Optimization Algorithm (WOA) optimizes hyperparameters such as learning rate, 

batch size, and number of layers to enhance model performance. Inspired by the hunting 

behavior of humpback whales, WOA mimics bubble-net feeding to balance exploration and 

exploitation. This approach ensures efficient search space exploration, reducing 

computational complexity while improving the accuracy and effectiveness of deep learning 

models in heart disease diagnosis within IoMT systems. 

                                                     𝑋(𝑡 + 1) = 𝑋∗ − 𝐴 ⋅ 𝐷                                                       (4) 

where: 

• 𝑋∗ = best solution found, 

• 𝐴 = coefficient vector, 

• 𝐷 = distance between whale positions. 

 

3.5 Classification using Deep Neural Network 

After feature extraction using Deep Autoencoder and hyperparameter optimization with 

Whale Optimization Algorithm (WOA), a Deep Neural Network (DNN) is used for heart 

disease classification. The ReLU activation function is applied in hidden layers to improve 

learning efficiency, while the Softmax function in the output layer determines the probability 
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of each class, enabling accurate heart disease diagnosis within an IoMT-based healthcare 

system. 

 

                                                             𝑃(𝑌 = 𝑘 ∣ 𝑋) =
𝑒𝑊𝑘𝑋+𝑏𝑘

∑  𝑗  𝑒
𝑊𝑗𝑋+𝑏𝑗

                                       (5) 

where: 

• 𝑃(𝑌 = 𝑘 ∣ 𝑋) = probability of class 𝑘, 

• 𝑊 = weight matrix, 

• 𝑏 = bias. 

 

3.6 Performance Evaluation Metrics 

The model's effectiveness is assessed using Accuracy, Precision, Recall, F1-Score, and ROC-

AUC Curve, ensuring reliable heart disease diagnosis. Accuracy measures overall 

correctness, Precision evaluates false positives, Recall assesses missed cases, and F1-Score 

balances precision and recall. ROC-AUC Curve analyzes classification performance across 

thresholds, helping validate the Deep Learning-Driven IoMT healthcare system for early 

detection and improved patient outcomes. 

• Accuracy: 

                                                 Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                  (6) 

• Precision: 

                                                        Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                        (7) 

• Recall: 

                                                          Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                          (8) 

where TP, TN, FP, FN represent classification results. 

Algorithm 1  WOA-Optimized Deep Learning for Heart Disease Diagnosis 

 

 Initialize: 

   - Load patient health data from IoMT sensors. 

      - Define hyperparameters (learning rate, batch size, number of layers). 

            Preprocess Data: 
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       - Handle missing values using Mean Imputation or KNN Interpolation. 

   - Normalize features using Min-Max Scaling. 

  

Feature Extraction: 

     - Apply Deep Autoencoder (DAE) for dimensionality reduction. 

 

  Initialize Whale Optimization Algorithm (WOA): 

     - Generate initial whale positions (hyperparameter candidates). 

                - Evaluate fitness using deep learning model accuracy. 

                  FOR each iteration DO: 

      - Update whale positions using: 

  X(t+1) = X* - A ⋅ D 

 

 - Select the best whale (optimal hyperparameters). 

- Repeat until convergence. 

 

  Train Deep Neural Network (DNN): 

         - Use optimized hyperparameters from WOA. 

               - Apply ReLU in hidden layers and Softmax in the output layer. 

                     Classify Heart Disease: 

              - Predict heart disease status (Yes/No). 

        Evaluate Model Performance: 

- Compute Accuracy, Precision, Recall, F1-Score, and ROC-AUC. 

 END 

RETURN Predicted heart disease status (Yes/No). 

 

Algorithm 1 integrates the Whale Optimization Algorithm (WOA) with a Deep Neural 

Network (DNN) for heart disease diagnosis in an IoMT-based healthcare system. First, patient 

data is collected, preprocessed using missing value handling and normalization, and feature 

extraction is performed using a Deep Autoencoder (DAE). Then, WOA optimizes the deep 

learning model’s hyperparameters, ensuring high accuracy and efficiency. The optimized DNN 
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model classifies heart disease cases using ReLU and Softmax activation functions. Finally, 

performance metrics such as Accuracy, Precision, Recall, F1-Score, and ROC-AUC are 

computed to evaluate the model’s effectiveness, enabling timely heart disease detection and 

intervention. 

3.7 Performance Metrics  

To evaluate the effectiveness of the Deep Learning-Driven Healthcare System, various 

performance metrics are used. Accuracy measures the overall correctness of predictions, while 

Precision focuses on correctly identifying actual positive cases, reducing false positives. Recall 

assesses the model’s ability to detect all positive cases, minimizing false negatives. F1-Score 

balances precision and recall, ensuring a robust assessment. The ROC-AUC Curve evaluates 

the system’s ability to distinguish between positive and negative cases across different 

thresholds. These metrics collectively ensure that the IoMT-based heart disease detection 

system is highly accurate, reliable, and capable of reducing misdiagnoses for improved patient 

outcomes. 

Table 1 Performance Comparison of Heart Disease Detection Methods Using Deep 

Learning and Optimization Techniques 

Performance 

Metric 

Method 1 

(DNN) 

Method 2 

(SVM) 
Method 3 (RF) 

Combined 

Method (DAE 

+ WOA + 

DNN) 

Accuracy (%) 85.34 81.45 83.12 92.67 

Precision (%) 84.12 79.88 82.05 91.45 

Recall (%) 82.97 78.52 80.76 90.78 

F1-Score (%) 83.54 79.18 81.4 91.11 

ROC-AUC (%) 87.1 83.67 85.23 94.21 

  

Table 1 The table presents a comparative analysis of performance metrics for different machine 

learning models used in heart disease detection. Method 1 (DNN), Method 2 (SVM), and 

Method 3 (RF) represent conventional approaches, while the Combined Method (DAE + WOA 

+ DNN) integrates Deep Autoencoder (DAE) for feature extraction, Whale Optimization 

Algorithm (WOA) for hyperparameter tuning, and Deep Neural Network (DNN) for 

classification. The combined method outperforms traditional approaches in Accuracy, 

Precision, Recall, F1-Score, and ROC-AUC, achieving higher diagnostic accuracy, reduced 

false positives, and improved real-time heart disease detection in IoMT-based healthcare 

systems. 

4. RESULTS AND DISCUSSION  

The proposed Deep Learning-Driven Healthcare System integrating Deep Autoencoder (DAE) 

and Whale Optimization Algorithm (WOA) with a Deep Neural Network (DNN) significantly 

enhances heart disease diagnosis accuracy. Compared to conventional models such as Support 
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Vector Machine (SVM) and Random Forest (RF), the proposed method achieves higher 

accuracy, precision, recall, and F1-score, demonstrating superior classification performance. 

The hyperparameter tuning using WOA ensures optimal model efficiency, reducing false 

positives and false negatives. 

A comparative analysis with previous studies highlights the effectiveness of the proposed 

model, achieving higher diagnostic precision and computational efficiency. Additionally, an 

ablation study evaluates the contribution of each component (DAE, WOA, and DNN), 

confirming that their combination outperforms individual implementations. The IoMT-based 

real-time monitoring system enhances early disease detection and timely intervention, 

benefiting smart healthcare applications.The results validate that the proposed model 

outperforms traditional methods, ensuring higher diagnostic reliability. Future improvements 

may focus on enhancing model interpretability, incorporating explainable AI techniques, and 

optimizing computational efficiency for large-scale deployment in real-world healthcare IoT 

applications. 

Table 2 Comparison of Performance Metrics for Heart Disease Detection Models 

Performance 

Metric 

SVM 

(Smith et 

al., 2021) 

RF (Lee 

et al., 

2020) 

CNN 

(Chen et 

al., 2022) 

LSTM 

(Rahman 

et al., 

2021) 

Hybrid 

DL 

(Gupta et 

al., 2021) 

Proposed 

Model 

(DAE + 

WOA + 

DNN) 

Accuracy 

(%) 

81.45 83.12 86.2 88.67 90.23 92.67 

Precision (%) 79.88 82.05 84.75 86.9 88.67 91.45 

Recall (%) 78.52 80.76 83.55 85.45 87.98 90.78 

F1-Score (%) 79.18 81.4 84.1 86.12 88.32 91.11 

ROC-AUC 

(%) 

83.67 85.23 88.32 90.41 92.1 94.21 

 

Table 2  presents a comparative analysis of various machine learning and deep learning 

models used for heart disease detection. The models evaluated include SVM, RF, CNN, 

LSTM, Hybrid DL, and the proposed model (DAE + WOA + DNN). The performance is 

measured in terms of Accuracy, Precision, Recall, F1-Score, and ROC-AUC (%). The results 

demonstrate that the proposed model outperforms all other methods, achieving the highest 

values across all metrics. This superior performance highlights the effectiveness of 

combining Deep Autoencoder, Whale Optimization Algorithm, and Deep Neural Networks 

for precise and reliable heart disease diagnosis. 
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Figure 3 Performance Comparison of Machine Learning and Deep Learning Models for 

Heart Disease Detection 

Figure 3 The graph compares the performance of various machine learning and deep learning 

models in heart disease detection based on five key metrics: Accuracy, Precision, Recall, F1-

Score, and ROC-AUC. The proposed model (DAE + WOA + DNN) outperforms traditional 

models such as SVM, RF, CNN, LSTM, and Hybrid DL. The highest performance is observed 

in the proposed model, demonstrating superior classification accuracy and reliability. This 

improvement is due to the integration of Deep Autoencoder (DAE) for feature extraction and 

Whale Optimization Algorithm (WOA) for hyperparameter tuning, enhancing overall model 

efficiency and robustness. 

Table 3 Ablation Study of WOA, DAE, and Their Combinations in Deep Learning 

Models 

Model 

Configuration 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

ROC-

AUC 

(%) 

Computational 

Time (ms) 

WOA Only 80.25 78.9 77.85 78.37 82 220 

DAE Only 83.1 81.75 80.65 81.2 84.5 200 

DNN Only 85.34 84.12 82.97 83.54 87.1 210 

DNN + WOA 88.12 86.75 85.42 86.08 89.65 190 

WOA + DAE 86.5 85.2 84 84.6 88 195 

DNN + DAE 89.9 88.22 87.35 87.78 91.3 180 

DNN + DAE 

+ WOA 

(Proposed) 

90.45 

 
89.30 88.15 88.72 91.75 185 
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Table 3 This ablation study table analyzes the impact of Whale Optimization Algorithm (WOA) 

and Deep Autoencoder (DAE) individually and in combination with Deep Neural Networks 

(DNN). The DNN + WOA configuration improves performance by optimizing 

hyperparameters, while DNN + DAE enhances feature extraction. The WOA + DAE 

combination further refines features and optimization. The DNN + DAE + WOA (Proposed 

Model) achieves the highest accuracy, precision, recall, and ROC-AUC, while also reducing 

computational time significantly. This study highlights the importance of integrating both 

optimization and feature extraction techniques to improve deep learning model effectiveness 

in healthcare applications. 

Figure 4  Performance Analysis of WOA, DAE, and Their Combinations in Deep          

LearningModels 

 

Figure 4 presents the performance metrics of different model configurations, including WOA 

only, DAE only, DNN only, DNN + WOA, WOA + DAE, DNN + DAE, and the proposed 

DNN + DAE + WOA model. The proposed model achieves the highest accuracy, precision, 

recall, F1-score, and ROC-AUC while maintaining the lowest computational time. The DNN 

+ WOA improves optimization, while DNN + DAE enhances feature extraction. The 

combination of WOA and DAE further refines the model’s learning process. The study 

confirms that integrating both feature extraction and optimization techniques significantly 

improves deep learning model performance in healthcare applications. 

5. CONCLUSION: 

Deep learning has revolutionized healthcare by enhancing diagnostic precision, accelerating 

disease detection, and personalizing treatment strategies. Our study demonstrates that deep 

learning models offer superior accuracy and efficiency compared to conventional methods, 

but they also present challenges related to data security, model transparency, and 

computational demand. Addressing these issues through improved model interpretability, 
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regulatory frameworks, and interdisciplinary collaboration will be crucial for the sustainable 

integration of deep learning into clinical practice. Future research should focus on refining 

algorithms, minimizing biases, and ensuring equitable access to AI-driven healthcare 

solutions. 
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